Satellite prediction of coastal hypoxia in the northern Gulf of Mexico
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A B S T R A C T
The growing number, size, and frequency of coastal hypoxia increasingly threaten marine ecosystem health and essential ecosystem services for human well-being. It is therefore urgent to use continuous and consistent observation and develop advanced tools to characterize and track the spatial and temporal change of coastal hypoxia. Satellite imagery with fine spatiotemporal resolution and global coverage has shown great potential for monitoring environmental changes, yet has rarely been applied to hypoxia mapping. To advance the understanding, we synthesized satellite-derived ocean color variables and dissolved oxygen measurements collected during 2014, and used random forest regression, lagged linear regression, and functional data analysis to estimate the spatiotemporal change of the hypoxia zone in the Gulf of Mexico. The three models achieved similar predictive accuracy (±1.2–1.4 mg/L dissolved oxygen), but the random forest regression performed the best in estimating the bottom dissolved oxygen from satellite-derived variables. Our models also revealed time lags of roughly 0–5 and 16–19 days between the surface water process (e.g., algae bloom and ocean warming) and bottom water hypoxia, which was rarely considered in previous hypoxia studies using satellite data. Finally, our models showed that the area of Gulf hypoxia increased gradually from May and reached a peak during mid-July and mid-August in 2014, and the hypoxia zone occurred in the estuary of the Mississippi River and Suwannee River during roughly 25% of summer days. In addition to predicting the size of hypoxic zones, our study provides additional information on where, when, and how long hypoxic zones persist with greater spatial details and enables modeling hypoxic zones at near-real-time (e.g., days) temporal scales. More importantly, we demonstrate the great potential of applying satellite remote sensing for spatially explicit hypoxia mapping, which could promote more cost-effective coastal hypoxia monitoring and assessment practices.

1. Introduction

Spreading coastal hypoxia zones (or “dead zones” – areas with a dissolved oxygen level below 2 mg/L) increasingly threatens marine ecosystem health and essential ecosystem services (e.g., fisheries and recreation) (Breitburg et al., 2018). This directly affects 10–20% of the global population who depend on coastal systems for their livelihoods (FAO, 2020). The past few decades have seen a growing number of dead zones due to excess agricultural inputs (e.g., fertilizers) leaking into river systems as well as sea warming (IPBES, 2019). Since 1995, at least 500 coastal dead zones have been reported near coasts (Breitburg et al., 2018), covering a combined area larger than the United Kingdom (Díaz et al., 2019). More alarmingly, the number and extent are also expected to increase under climate change scenarios (Zhang et al., 2013). Despite growing attention to the issue, continuous monitoring efforts have been focused on a few scattered coastal regions because traditional cruise-based observations are labor-intensive and costly (Matli et al., 2020).

Modeling of hypoxia offers a potential solution to this problem. So far, two major approaches have been widely used: process-based and statistical models. Process-based (mechanistic) models are useful to understand the hypoxia processes by accounting for biophysical and biogeochemical processes such as nutrient transport, primary production, and water stratification in order to predict dissolved oxygen (see a brief summary of the process in Fig. 1) (Wang and Justic, 2009; Scavia et al., 2013; Obenour et al., 2015; Fennel et al., 2016; Del Giudice et al., 2020). Yet, these models are often complicated and require tremendous
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multidisciplinary knowledge and parameter data to build and calibrate. Statistical (empirical) models offer an alternative and more feasible way to approach hypoxia prediction. Models of this type aim to characterize the empirical statistical relationship between the size of summertime hypoxia zones and nutrient loads along with river discharge (Justić et al., 2007; Greene et al., 2009; Forrest et al., 2011; Turner et al., 2012). Existing studies using statistical models usually only predicted the hypoxia size but did not reveal the geospatial distribution of the hypoxic zones. In summary, two types of models implemented in existing studies have contributed significantly to understanding coastal hypoxia issues. However, few of them have produced spatially explicit information on hypoxia, partly because of the lack of sufficient water measurements (Matli et al., 2018, 2020). Existing cruise-based water measurements are costly and often sparsely distributed in space and time. Even in highly-studied areas such as the Gulf of Mexico, water measurements are still sparse, limiting the accuracy of hypoxia mapping across these large regions (Chen et al., 2014).

Remotely sensed satellite imagery has great potential for monitoring environmental changes at fine spatiotemporal scales, yet has rarely been applied to hypoxia mapping (Chen et al., 2014; Matli et al., 2020). A few studies have indicated that remotely-sensed Chlorophyll a (Chlor-a) from satellite imagery, such as MODIS (Moderate Resolution Imaging Spectroradiometer) and SeaWiFS (Sea-viewing Wide Field-of-view Sensor), can serve as a surrogate for mapping algae bloom and ocean hypoxia by combining in-situ sampling data (Klemas, 2011; Chen et al., 2014; Le et al., 2016). A recent study attempted to use a linear regression approach to characterize the relationship between surface dissolved oxygen (DO) and satellite-derived variables, such as Chlor-a concentration and water temperature (Kim et al., 2020). They found that surface DO and water temperature shows a strong inverse relationship, demonstrating the potential of remote sensing data to model DO. However, very few studies have applied time-series of satellite imagery to predict bottom DO, which is more concerning as hypoxia zones usually occur in the bottom water and cause severe impacts on coastal marine ecosystems (Diaz and Rosenberg, 2008; Rabotyagov et al., 2014; Breitburg et al., 2018; Tomasetti and Gobler, 2020). In addition, there is usually a time lag between the surface process and the occurrence of bottom hypoxia (Fig. 1), but the relevant time scale is still unclear (Justić et al., 1993; Chen et al., 2014; Zhou et al., 2020). Thus, there is a great need to further explore the relationship between bottom DO and satellite-derived variables, and to develop robust models to estimate coastal hypoxia at fine spatiotemporal resolution.

In this study, we examined three different statistical models to analyze the relationship between multispectral satellite imagery and bottom DO: Random Forest Regression (RFR), Lagged Linear Regression (LLR), and Functional Data Analysis (FDA). Each model has its strengths (see details in Section 2.3). For instance, LLR has a simple structure that can provide fast estimates, while RFR is widely known for its efficiency in capturing hidden patterns in large and complex data, enabling high prediction accuracy (Cutler et al., 2007; Belgiu and Drăguț, 2016; Chen et al., 2019). This is especially helpful as the formation of dead zones involves many complex biophysical and biogeochemical factors that are not completely understood. Similarly, FDA can incorporate complex time dependency into the model for prediction (Ramsay and Silverman, 2005; Yen et al., 2015). Here, we used the Gulf of Mexico as our area of study and compiled DO measurements at 332 locations across the Gulf area. 14 satellite-derived ocean color and ocean biology variables from the MODIS imagery collection were compiled as model inputs. With these three models and the compiled dataset, this study aims to answer two main research questions: (1) How well can satellite imagery be used to predict bottom dissolved oxygen across different models? (2) What was the spatiotemporal progression of hypoxia in the Gulf?

2. Methods

2.1. Study area

We chose the Gulf of Mexico (Fig. 2) as a case study because it is the largest hypoxic zone in the United States and the second-largest worldwide. Hypoxia in the Gulf is largely caused by excess nutrients from the adjacent human-dominated Mississippi River basin (Diaz and Rosenberg, 2008; Pitcher et al., 2021). The Mississippi River basin

![Fig. 1. Nutrient-based hypoxia formation process (based on Dagg and Breed, 2003; Bianchi et al., 2010; https://www.epa.gov/ms-htf/hypoxia-101; https://gulfhypoxia.net/).](image-url)
drains approximately 41% of the land area of the conterminous United States, and the combined flows of the Mississippi and Atchafalaya Rivers account for 96% of the annual freshwater discharge and 98.5% of the total annual nitrogen load to the Gulf (Pitcher et al., 2021). It is reported that starting from the last half of the 20th century, there has been a marked increase in the concentration of nitrogen and phosphorus in the Lower Mississippi River, which has been attributed to agricultural activities, especially increased use of fertilizers, in the basin (Mitsch et al., 2001). The maximum spatial extent of the hypoxic zone was measured at 22,720 km² during the summer of 2017, which is approximately the same size as the state of New Jersey (NOAA, 2017). We chose 2014 as a focal year for a case study because there are available and abundant DO observation data in the year.

The key mechanism and process of nutrient-induced hypoxia formation are depicted in Fig. 1. Briefly, nutrient-rich water flows from the Mississippi River basin enrich coastal systems and lead to significant increases in algae blooms on the water's surface. Algae have a relatively short life span and sink down to the bottom waters after dying, where they are decomposed by bacteria, causing depletion of oxygen in the bottom water. In addition, during the summer, the global warming effect and freshwater-induced thermal stratification also restrict the vertical mixing of atmospheric oxygen into deeper waters (Dagg and Breed, 2003). As a consequence, oxygen consumption rates at the ocean bottom easily exceed those of resupply and result in hypoxia (Bianchi et al., 2010; Breitburg et al., 2018). Mobile organisms (e.g., fish and crustaceans) may escape the hypoxia area, but less mobile fauna experience stress or die from low oxygen levels, meaning that hypoxia can damage important commercial fisheries in the Gulf of Mexico (Smith et al., 2014).

2.2. Data

We used a coastal water quality dataset from 2014 that included water samples collected at 332 locations in the Gulf area (Fig. S1 – S4), along with a satellite imagery dataset from MODIS. The water quality dataset was collected by the Louisiana Universities Marine Consortium (LUMCON) and the Southeast Area Monitoring and Assessment Program (SEAMAP). The observation dataset includes measurements of dissolved oxygen (DO), temperature, and depth of sampling (Matli et al., 2018, 2020). We selected water samples collected at depths between 3 and 80 m mainly because sampling outside of this depth range is sparse and hypoxia is very rare beyond 80 m (Matli et al., 2018). DO observations collected from May 1 to September 31 were used in model development, as hypoxia occurs predominantly in summer (Matli et al., 2018, 2020; Rabalais et al., 1994; Pitcher et al., 2021). Satellite imagery data for our models were derived from the daily MODIS Aqua and Terra Ocean Color Data (NASA Goddard Space Flight Center, 2018). This level-3 product includes global daily ocean color and satellite ocean biology data at 4616 m resolution that were produced by NASA's Earth Observing System Data and Information System (EOSDIS). We used all available 14 satellite-derived variables, including ten ocean color bands and four ocean biology variables as inputs (see Table S1).

To better predict bottom DO with the corresponding satellite-derived variables, the observation dates of the two datasets must be matched with each other. Since the bottom DO measurements across the Gulf of Mexico were collected on different days (ranging between May 26 – August 2, 2014), we extracted MODIS data on the same day that the DO measurement was taken. In addition, we also extracted MODIS data on the day from 1 day to 60 days before each DO measurement was taken, in order to use a total 61-day satellite time series to identify the time lags between what was observed from space and that on the water bottom. We chose this time scale based on earlier studies that suggest the time lag ranges from days to up to 2 months (Justi et al., 1993; Chen et al., 2014; Zhou et al., 2020).

2.3. Models

We used three types of models — Random Forest Regression (RFR), Lagged Linear Regression (LLR), and Functional Data Analysis (FDA) — to model the relationship between bottom dissolved oxygen concentrations and remotely sensed multispectral information.

2.3.1. Random Forest Regression (RFR)

Random Forest algorithms can handle data with high dimensionality and often achieve good prediction accuracy in comparison with other approaches such as maximum likelihood and single-layer neural networks (Belgiu and Drăguș, 2016; Teluguntla et al., 2018). To estimate the appropriate time lag for optimal prediction, we successively fed daily satellite-derived variables (as predictors) from day 0 to day 60 to fit bottom DO measurements (as the response variable) using the
random forest algorithm (i.e., we trained different RFR classifiers for each potential time lag). Then we compared the model performance at each time lag and chose the one with the highest performance as our final prediction model. We used the built-in RF algorithm in the GEE cloud computing platform, as it allowed us to develop a complete workflow on a single platform and facilitate the application at regional scales.

2.3.2. Lagged Linear Regression (LLR)

Despite its predictive power, RFR does not offer descriptive information about the effects of individual predictors, aside from variable importance scores (Biau and Scornet, 2016). Linear regression can complement RFR and provide more information about how individual predictors affect DO. We first decomposed all the 14 satellite-derived variables into their principal components (PC) and used the first 5 components, which together represented 97% of the total variance in the satellite data. To reduce satellite data gaps (missing pixels or spectral variables caused by, for example, clouds, sun glint, inter-orbit gaps, ice), within each segment for each PC were fitted using the 13,577 (30.9%) of the entire time-series dataset into five time segments and fit smoothers (tensor product smooths) that considered both space and time (coastlines and river deltas, in our case). We used spatiotemporal smoothers (additive models) similar to other spatial smoothing procedures (e.g., Kriging) but use basis functions to avoid time-consuming matrix inversion procedures, and soap-film smoothers model processes that wrap around geographic features (coastlines and river deltas, in our case). We used spatiotemporal smoothers (tensor product smooths) that considered both space and time as different types of “distances”; this allowed improved imputation, as missing data are often located close to the observed data in time, but not space (or vice-versa). To further improve computation time, we divided the entire time-series dataset into five time segments and fit smoothers within each segment for each PC were fitted using the 13,577 (30.9%) non-missing satellite data. All models converged properly, met assumptions of residual normality and equal variance, and returned reasonably accurate predictions (mean absolute error of predictions for each PC: 0.528, 0.728, 0.145, 0.270, 0.283).

To estimate the appropriate time lag for DO prediction, we fit linear models at various time lags (from 0 to 60 days, as done for RFR). For lags of \( \tau = 0–60 \) days, we then fit the following lagged linear model of DO on day \( t \), where:

\[
\hat{y} = b_0 + X_{PC1} \beta_{PC1} + X_{PC2} \beta_{PC2} + \ldots + X_{PC5} \beta_{PC5}
\]

\[
\beta_{PC1} \sim \mathcal{N}(\mu, \sigma)
\]

DO \( \sim \mathcal{N}(\hat{y}, \sigma) \)  

(1)

2.3.3. Functional Data Analysis (FDA)

To examine the continuous effect of multiple time lags, we used function-on-scalar functional data analysis (FDA; Ramsay and Silverman, 2005). While RFR and LLR examine the effect of a single time lag on bottom DO measurements, FDA integrates the signal from multiple lagged predictors. In standard linear regression, we seek the coefficients \( \beta \) that are mapped onto a matrix of predictors \( X \), where each column is an independent predictor of the data \( y \):

\[
\hat{y} = b_0 + X_{\text{coeff}} \beta
\]

\( y \sim \mathcal{N}(\hat{y}, \sigma) \)  

(2)

In function-on-scalar FDA, the form is slightly different:

\[
\hat{y} = b_0 + X_{\text{coeff}} \beta
\]

\( \beta \sim \mathcal{N}(\mu, \sigma) \)

\( y \sim \mathcal{N}(\hat{y}, \sigma) \)  

(3)

The equations are similar, except that the rows of \( X \) now represent vectors of related data that are continuous predictors of \( y \) along the continuous domain of \( \tau \) (for example, sequences of measurements taken at different depths or time lags). \( \beta \) is now a smoothed function of \( \tau \), meaning that the slope coefficients can change as a function of \( \tau \), and \( X_{\text{coeff}} \) represents the integrated effect of \( X \) on \( y \). This is useful if predictions are to be made using functional predictors of either a scalar or a functional response (Yen et al., 2015). In our case, a vector of satellite-derived measurements at lags \( \tau = 0–60 \) days was used to predict bottom DO measurements.

We fit the following model:

\[
y = \beta_0 + X_{PC1} \beta_{PC1} + X_{PC2} \beta_{PC2} + \ldots + X_{PC5} \beta_{PC5}
\]

\( \beta_{PC1} \sim \mathcal{N}(\mu, \sigma) \)

DO \( \sim \mathcal{N}(\hat{y}, \sigma) \)  

(4)

Each matrix \( X_{\text{coeff}} \) contains \( i \)-th principal components, where each row is a vector of the lagged satellite-derived data from \( \tau = 0–60 \) days for a given dissolved oxygen data point, DO. \( \beta_{PC1} \) is a vector of coefficients that map onto the matrix, and \( f \) is a smoothed function (in this case, a penalized cubic spline) of time lag \( \tau \). This allows the effect of the spectral PC to change across days in a smooth manner, meaning that \( X_{PC1} \beta_{PC1} \) represents the integrated effect of spectral PC1 on days \( \tau = 0–60 \) on the bottom DO. We used 10 basis dimensions for each smoother, meaning that the minimum length of data used for prediction was a 10-day lag (the highest effective degrees of freedom for the smoothers was 8.8, indicating that 10 basis dimensions were adequate). All lagged linear and FDA models were fit in R 4.1.1 (R Core Team, 2021), and the FDA models were fit using the mgcv library (Wood, 2017). FDA requires that all data in the matrix of predictors be non-missing, so satellite data with missing spectral PCs were imputed using the same approach as described for LLR.

2.4. Model evaluation

We calculated root mean square error (RMSE), mean absolute error (MAE), and \( R^2 \) to evaluate each model’s predictive accuracy at each time lag. To test model performance, we used a random 70% of the samples as the training dataset and the remaining 30% as the testing dataset and repeated this procedure 1000 times to obtain the mean prediction error.

3. Results

3.1. Model performance comparison

Both the functional data analysis (FDA) and lagged linear regression (LLR) models achieved similar hypoxia prediction accuracy, but random forest regression (RFR) ultimately performed the best. The RFR model predicted bottom DO with an RMSE of 1.12 mg/L on the testing dataset (Table 1), and outperformed the other two models (LLR: 1.43, FDA: 1.15). Similarly, the RFR model explained about 66% of the variance in predictions was also different between models, with FDA having a lower variance in test predictions than either LLR or RFR (compare the width of the grey confidence intervals in Fig. 3).

According to the FDA models that used the time series of lagged variables, the model prediction accuracy plateaus at roughly 30 days, indicating that the characteristic scale of the hypoxia process is most likely less than one month (Fig. 3). Further considering LLR and RFR using single-time lags for prediction, we found that, within the one-month range, LLR can achieve relatively high performance with satellite variables taken 16–19 days before. Similarly, RFR models also show
Additionally, RFR can achieve the highest prediction accuracy with satellite variables from 0 to 4 days prior (Fig. 3). Although lags beyond one month (e.g., LLR with a time lag of 55–60 days and RRF with a time lag of 45–50 days) also performed well, we chose the time ranges that can achieve the highest accuracy for prediction and are also consistent across models (e.g., the one-month range indicated by FDA). These findings suggest that models using satellite data can reveal similar time lags between surface process and bottom hypoxia as indicated in the existing literature (Justic et al., 1993; Chen et al., 2014; Zhou et al., 2013; Zhou et al., 2020). This would be critically useful for choosing satellite imagery at the proper time frame as inputs for more accurately predicting bottom DO and mapping the extent of dead zones.

### Table 1

<table>
<thead>
<tr>
<th>Model</th>
<th>Image Data Type</th>
<th>Training error</th>
<th>Testing error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>RMSE</td>
<td>MAE</td>
</tr>
<tr>
<td>FDA</td>
<td>Gap-filled, daily</td>
<td>1.067</td>
<td>0.809</td>
</tr>
<tr>
<td>LLR</td>
<td>Gap-filled, daily</td>
<td>1.391</td>
<td>1.101</td>
</tr>
<tr>
<td>RFR</td>
<td>Raw, daily</td>
<td>0.508</td>
<td>0.365</td>
</tr>
</tbody>
</table>

Shown are RMSE (mg/L) and MAE (mg/L), as well as the $R^2$ between estimated and observed DO. The training error refers to errors (or residuals) from the model using the training dataset (70% of the whole dataset), while testing error refers to errors from the model fit on the training dataset and tested on the withheld 30%. Means ± SDs are shown for the testing error, taken from a set of 1000 independent simulations. For details on daily gap-filling, see the Methods section.

### 3.2. Spatiotemporal progression of hypoxia in Summer 2014

Using the three developed models, we created hypoxia time-series maps for the Gulf of Mexico (Fig. 4a). The hypoxic area increased gradually starting in May, reached a peak during mid-July and mid-August in 2014, then started to shrink after the end of August (Fig. 4b). The three models estimated the area of the hypoxia zone at about 10,342 km$^2$ (standard error, $se = 1939$) during the peak period in 2014, which is close to the reported hypoxic area (13,080 km$^2$) during the same period by the Hypoxia Research Team at LUMCON (https://gulfhypoxia.net/research/shelfwide-cruises/). FDA (mean = 15,585 km$^2$, $se = 2281$) appears to overestimate the hypoxic area, while LLR (mean = 5828 km$^2$, $se = 1687$) and RFR (mean = 8647 km$^2$, $se = 1037$) appear to underestimate the value likely because of missing pixels.
(c)
predict and map hypoxic zones. The spatially explicit hypoxia maps can not only reveal the geospatial characteristic of hypoxia (at ~4 km resolution, see Fig. S5). The individual data points in (b) represent the predicted hypoxic area from June to early September at 10-day intervals, the solid lines represent the smoothed conditional means by the local polynomial regression fitting method, and the shaded areas around the lines represent 95% confidence intervals. The hypoxia recurrence map (c) is based on the RFR model only, which has the highest prediction accuracy. Hypoxia recurrence here was measured by the percentage of time with hypoxia detected during the summertime (from June to September).

Most of the hypoxic zones were identified in the nearshore regions, and occurred more frequently in the estuary of the Mississippi and Suwannee Rivers (Fig. 4c). We found over one-quarter of the summer-time hypoxia occurred in these two estuaries areas, while other regions had less persistent hypoxic zones. Although the intensity and extent of the hypoxic zones differ between the three models, we found the general geospatial patterns identified were similar, indicating that all three models were able to capture the underlying signals (Fig. 4a) but with some uncertainties (e.g., errors from image imputations and difference in model predictive power).

4. Discussion

Our analysis shows that satellite imagery can be used to predict coastal hypoxic zones with a high degree of accuracy. The three types of models — random forest regression, lagged linear regression, and functional data analysis — achieved similar prediction accuracy, but the random forest regression performed the best in estimating the bottom DO from satellite-derived information. Our work shows that commonly-used models can be used in conjunction with remotely sensed data to predict and map hypoxic zones. The spatially explicit hypoxia maps cannot only reveal the geospatial characteristic of hypoxia (at ~4 km resolution) but also the change over time at finer temporal scales (e.g., across days and weeks).

4.1. Strengths of and uncertainties in our models

Our models provide insight on selecting the appropriate time window of Ocean Color satellite imagery to map hypoxia. Both the LLR and RFR models achieved high prediction accuracy using satellite imagery at 16–19 days before water sampling dates, and RFR further revealed that imagery from 0 to 4 days before water sampling can achieve the highest accuracy, suggesting that the time lag between the water surface processes and the emergence of bottom hypoxic zones might operate on the scale of days to weeks. This aligns with previous work on hypoxia time lags, as Chen et al. (2014) found a similar short lag time (3–4 days) between the peak of Chlor-a concentrations and bottom DO decline on the coast of the East China Sea while Zhou et al. (2020) revealed a lag of 1–8 weeks and Justic et al. (1993) implied a lag of up to 8 weeks. Although our findings are supported by earlier studies, there is still a lack of sufficient and direct evidence to determine the exact time lag between surface processes and bottom hypoxia. One explanation could be that the time lag may vary across years due to changing climate and ocean/river interactions. For example, earlier studies related to time lag were conducted in different years and even across decades (Justic et al., 1993; Justic et al., 2003; Chen et al., 2014; Zhou et al., 2013; Zhou et al., 2020). Since our research focuses on hypoxia prediction using remote sensing data, rather than the complex biological mechanism, we hope future studies can use more explicit process-based ‘mechanical-statistical’ models to address this research gap when detailed and continuous observation data become available. Nevertheless, our results suggest that choosing an appropriate time window of satellite imagery, instead of using monthly aggregates, can help achieve better hypoxia prediction and mapping accuracy.

Our hypoxia mapping encountered a trade-off between achieving high model accuracy and producing seamless DO prediction maps. Smooth DO maps by LLR and FDA predictions used a mixture of raw and imputed data (i.e., using multivariate imputation for pixels with partly-missing variables, and spatiotemporal smoothers for missing pixels). However, the DO maps by RFR are not smooth (i.e., prediction with missing values). This is because neither multivariate imputation nor spatiotemporal smoothers are currently available on the Google Earth Engine platform, meaning that producing smooth DO maps requires downloading and storing large satellite datasets, which can take hours to days to run (depending on the scale of analysis). Therefore, we suggest that LLR and FDA are currently better-suited for smaller-scale analyses, as imputation over large areas is very computationally-intensive and time-consuming. RFR had better prediction accuracy, but fell short of generating seamless maps due to data gaps in satellite imagery collection. Possible ways to achieve both accuracy and seamless mapping could be potentially done by adopting advanced gap-filling techniques for RFR in Google Earth Engine (Moreno-Martínez et al., 2020). This suggests that RFR is more appropriate for regional or global scales of study, where gaps in data are not as much of a problem. However, given that both linear models had similar model fits RFR, they could be used to supplement RFR by producing continuous hypoxia maps across space and over time, even with slightly lower predictive accuracy (Fig. 4a, Fig. S6).

In terms of the variable features derived from satellite imagery, we found that sea surface temperatures (SST), Chlor-a concentrations, and most of the blue bands played relatively important roles in the RFR (Fig. S7). This aligns with previous studies, which revealed that surface water temperature increase can facilitate algae bloom and is also one of the major causes of ocean water stratification (Dagg and Breed, 2003; Rabalais et al., 2009; Matli et al., 2020), as it can make dead zones worse by warming a layer of surface water that locks colder and denser water near to the seafloor (Fig. 1). In addition to surface temperatures, algal blooms (represented by Chlor-a and fluorescence measurements) have been widely recognized as the dominant driver of hypoxia both in freshwater and oceans (Behrenfeld et al., 2009; Scavia et al., 2017; Shen et al., 2019; Jane et al., 2021). Other factors, such as wind change, might affect the mixing of oxygen from the surface into deeper waters (Scavia et al., 2017; Matli et al., 2020), but we did not consider this variable in this study because the lack of spatial data of wind and we wanted to focus on illustrating the usefulness of empirical satellite-derived information in predicting coastal DO. Lastly, like many other statistical hypoxia models, our models cannot capture the movement of organic material flux in the coastal seawater. It is possible that the spatial extent of bottom-water hypoxia is larger than the surface signals (e.g., chlor-a and surface temperature anomaly) over the shelf because of the spread of organic matters. For instance, the estimated hypoxia area by our models (10,342 km²) is close to but smaller than the measured hypoxic area (13,080 km²) by the Hypoxia Research Team.

4.2. Implications and future directions

Missing data imputation presents both a challenge and an opportunity in remote sensing, especially when linking ground-based measurements to satellite-based observations. Imputation is not commonly used in remote sensing (satellite-based data are plentiful but prone to data gaps), but is much more common when using ground-based data (costly to obtain but have fewer data gaps). However, when satellite data are used to model ground-based data, imputation of missing satellite data may be a better approach than simply discarding missing observations. Finally, some kinds of smoothing (either on the input or
the output) are usually required if we want continuous predictions. Bayesian data imputation (Gelman et al., 2013; McElreath, 2020) could be used to fill data gaps, but this comes with the cost of additional model complexity and computation time. We suggest that spatiotemporal processes are a relatively straightforward alternative that could be used to supplement most modeling techniques. Here, our work used a soap-film smoothing approach, as it is appropriate for wrapping around coastal areas, or it could also use standard cubic splines or other techniques such as inverse-distance weighting. Unfortunately, Google Earth Engine currently does not provide any kind of smoothing procedure, so these procedures will have to be done client-side in platforms such as Python or R.

Spatially explicit mapping is critical for estimating the size of coastal hypoxia zones and assessing the socio-environmental impacts. Compared to previous studies that focused on predicting the size (Murphy et al., 2010; Turner et al., 2012; Scavia et al., 2017), this study provides fine-resolution information on where, when, and how long the hypoxia occurred and persisted using satellite data. Although recent studies using geostatistical models can also characterize the spatial and temporal variation in coastal hypoxia zones (Matli et al., 2018, 2020), these studies mainly rely on field measurement data and have not taken into account the abundant information that can be derived from satellite imagery (Matli et al., 2020). Those geostatistical models would be suitable for regions with rich field observation data but might not be able to monitor hypoxia occurrence in regions with few field measurements. Although the important role of on-site field measurements in modeling coastal hypoxia (Rabalais et al., 2007), satellite imagery with global coverage, long-term, and continuous observations, could supplement field measurements and provide fine-resolution and long-term spatial and information for hypoxia modeling. Thus, this study can help further promote the integration of remote sensing techniques in the practical hypoxia monitoring and assessment, and inform stakeholders with low-cost but enriched information on hypoxia dynamics.

Although satellite imagery can help narrow the data gap, there is still an urgent need to initiate a global coast observatory network with a mission to synthesize and share data for better understanding, predicting, and communicating the changing coasts in the Anthropocene. This is because coastal DO observation data are critical for hypoxia modeling and mapping, but, such data are either not publicly available or distributed across multiple data sources. It is extremely challenging to get reliable and consistent observation data, even for one single coastal system, let alone global coasts. A data initiative through the network might help fill the gap. Role models such as the Global Lake Ecological Observatory Network (https://gleon.org/) has successfully linked and gathered lake observatories with research sites on more than 300 lakes across six continents, which greatly enabled large-scale investigation of hypoxia phenomena in the global lakes (Jane et al., 2021). With more field observation data compiled, future research can combine satellite imagery with other geospatial biological datasets for more explicit process-based (e.g., three dimensions, 3D) (Justic and Wang, 2014), long-term and global-scale hypoxia modeling and monitoring. Also, it would be helpful to use the integrated framework of telecoupling to identify knowledge gaps and link distant places that apply excessive fertilizers with coastal hypoxia (Hull and Liu, 2018; Liu and Yang, 2013; Liu et al., 2016). Building such linkages can help predict the timing and amount of the excessive fertilizers that reach global coasts based on the locations of fertilizer applications and leakages as well as the speed of river water flows. High spatiotemporal resolution mapping of coastal hypoxia using satellite imagery can greatly facilitate such efforts toward sustainable coasts.

Code availability
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